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Abstract
Introduction Healthcare systems are complex and challenging for all stakeholders, but artificial intelligence (AI) has 
transformed various fields, including healthcare, with the potential to improve patient care and quality of life. Rapid 
AI advancements can revolutionize healthcare by integrating it into clinical practice. Reporting AI’s role in clinical 
practice is crucial for successful implementation by equipping healthcare providers with essential knowledge and 
tools.

Research Significance This review article provides a comprehensive and up-to-date overview of the current state 
of AI in clinical practice, including its potential applications in disease diagnosis, treatment recommendations, and 
patient engagement. It also discusses the associated challenges, covering ethical and legal considerations and the 
need for human expertise. By doing so, it enhances understanding of AI’s significance in healthcare and supports 
healthcare organizations in effectively adopting AI technologies.

Materials and Methods The current investigation analyzed the use of AI in the healthcare system with a 
comprehensive review of relevant indexed literature, such as PubMed/Medline, Scopus, and EMBASE, with no time 
constraints but limited to articles published in English. The focused question explores the impact of applying AI in 
healthcare settings and the potential outcomes of this application.

Results Integrating AI into healthcare holds excellent potential for improving disease diagnosis, treatment 
selection, and clinical laboratory testing. AI tools can leverage large datasets and identify patterns to surpass 
human performance in several healthcare aspects. AI offers increased accuracy, reduced costs, and time savings 
while minimizing human errors. It can revolutionize personalized medicine, optimize medication dosages, enhance 
population health management, establish guidelines, provide virtual health assistants, support mental health care, 
improve patient education, and influence patient-physician trust.

Conclusion AI can be used to diagnose diseases, develop personalized treatment plans, and assist clinicians with 
decision-making. Rather than simply automating tasks, AI is about developing technologies that can enhance patient 
care across healthcare settings. However, challenges related to data privacy, bias, and the need for human expertise 
must be addressed for the responsible and effective implementation of AI in healthcare.
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Introduction
Artificial Intelligence (AI) is a rapidly evolving field of 
computer science that aims to create machines that can 
perform tasks that typically require human intelligence. 
AI includes various techniques such as machine learning 
(ML), deep learning (DL), and natural language process-
ing (NLP). Large Language Models (LLMs) are a type 
of AI algorithm that uses deep learning techniques and 
massively large data sets to understand, summarize, gen-
erate, and predict new text-based content [1–3]. LLMs 
have been architected to generate text-based content 
and possess broad applicability for various NLP tasks, 
including text generation, translation, content summary, 
rewriting, classification, categorization, and sentiment 
analysis. NLP is a subfield of AI that focuses on the inter-
action between computers and humans through natural 
language, including understanding, interpreting, and 
generating human language. NLP involves various tech-
niques such as text mining, sentiment analysis, speech 
recognition, and machine translation. Over the years, 
AI has undergone significant transformations, from the 
early days of rule-based systems to the current era of ML 
and deep learning algorithms [1–3].

AI has evolved since the first AI program was devel-
oped in 1951 by Christopher Strachey. At that time, AI 
was in its infancy and was primarily an academic research 

topic. In 1956, John McCarthy organized the Dartmouth 
Conference, where he coined the term “Artificial Intelli-
gence.“ This event marked the beginning of the modern 
AI era. In the 1960 and 1970  s, AI research focused on 
rule-based and expert systems. However, this approach 
was limited by the need for more computing power and 
data [4].

In the 1980 and 1990 s, AI research shifted to ML and 
neural networks, which allowed machines to learn from 
data and improve their performance over time. This 
period saw the development of systems such as IBM’s 
Deep Blue, which defeated world chess champion Garry 
Kasparov in 1997. In the 2000s, AI research continued to 
evolve, focusing on NLP and computer vision, which led 
to the development of virtual assistants, such as Apple’s 
Siri and Amazon’s Alexa, which could understand natural 
language and respond to user requests (Fig. 1) [3, 4].

Today, AI is transforming healthcare, finance, and 
transportation, among other fields, and its impact is only 
set to grow. In academia, AI has been used to develop 
intelligent tutoring systems, which are computer pro-
grams that can adapt to the needs of individual students. 
These systems have improved student learning out-
comes in various subjects, including math and science. 
In research, AI has been used to analyze large datasets 
and identify patterns that would be difficult for humans 
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Fig. 1 Tracing the Evolution of AI with a Better Understanding of the Relationship Between AI, ML, DL, and NLP
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to detect; this has led to breakthroughs in fields such as 
genomics and drug discovery. AI has been used in health-
care settings to develop diagnostic tools and personalized 
treatment plans. As AI continues to evolve, it is crucial to 
ensure that it is developed responsibly and for the benefit 
of all [5–8].

The rapid progression of AI technology presents an 
opportunity for its application in clinical practice, poten-
tially revolutionizing healthcare services. It is impera-
tive to document and disseminate information regarding 
AI’s role in clinical practice, to equip healthcare provid-
ers with the knowledge and tools necessary for effective 
implementation in patient care. This review article aims 
to explore the current state of AI in healthcare, its poten-
tial benefits, limitations, and challenges, and to provide 
insights into its future development. By doing so, this 
review aims to contribute to a better understanding of 
AI’s role in healthcare and facilitate its integration into 
clinical practice.

Materials and methods
Search strategy and inclusion
Indexed databases, including PubMed/Medline (National 
Library of Medicine), Scopus, and EMBASE, were inde-
pendently searched with notime restrictions, but the 
searches were limited to the English language.

Databases search protocol and keywords
In the review article, the authors extensively examined 
the use of AI in healthcare settings. The authors ana-
lyzed various combinations of keywords such as NLP in 
healthcare, ML in healthcare, DL in healthcare, LLM in 
healthcare, AI in personalized medicine, AI in patient 
monitoring, AI ethics in healthcare, predictive analytics 
in healthcare, AI in medical diagnosis, and AI applica-
tions in healthcare. By imposing language restrictions, 
the authors ensured a comprehensive analysis of the 
topic.

Data extraction
Publications were screened through a meticulous review 
of titles and abstracts. Only those that met the specific 
criteria were included. Any disagreements or concerns 
about the literature or methodology were discussed in 
detail among the authors.

AI assistance in diagnostics
Diagnosis accuracy
With all the advances in medicine, effective disease diag-
nosis is still considered a challenge on a global scale. 
The development of early diagnostic tools is an ongo-
ing challenge due to the complexity of the various dis-
ease mechanisms and the underlying symptoms. AI can 
revolutionize different aspects of health care, including 

diagnosis. ML is an area of AI that uses data as an input 
resource in which the accuracy is highly dependent on 
the quantity as well as the quality of the input data that 
can combat some of the challenges and complexity of 
diagnosis [9]. ML, in short, can assist in decision-making, 
manage workflow, and automate tasks in a timely and 
cost-effective manner. Also, deep learning added lay-
ers utilizing Convolutional Neural Networks (CNN) and 
data mining techniques that help identify data patterns. 
These are highly applicable in identifying key disease 
detection patterns among big datasets. These tools are 
highly applicable in healthcare systems for diagnosing, 
predicting, or classifying diseases [10].

AI is still in its early stages of being fully utilized for 
medical diagnosis. However, more data are emerging for 
the application of AI in diagnosing different diseases, 
such as cancer. A study was published in the UK where 
authors input a large dataset of mammograms into an AI 
system for breast cancer diagnosis. This study showed 
that utilizing an AI system to interpret mammograms 
had an absolute reduction in false positives and false neg-
atives by 5.7% and 9.4%, respectively [11]. Another study 
was conducted in South Korea, where authors compared 
AI diagnoses of breast cancer versus radiologists. The AI-
utilized diagnosis was more sensitive to diagnose breast 
cancer with mass compared to radiologists, 90% vs. 78%, 
respectively. Also, AI was better at detecting early breast 
cancer (91%) than radiologists 74% [12].

Furthermore, a study utilized deep learning to detect 
skin cancer which showed that an AI using CNN accu-
rately diagnosed melanoma cases compared to derma-
tologists and recommended treatment options [13, 14]. 
Researchers utilized AI technology in many other dis-
ease states, such as detecting diabetic retinopathy [15] 
and EKG abnormality and predicting risk factors for car-
diovascular diseases [16, 17]. Furthermore, deep learn-
ing algorithms are used to detect pneumonia from chest 
radiography with sensitivity and specificity of 96% and 
64% compared to radiologists 50% and 73%, respectively 
[18]. Also, a study was done on a dataset of 625 cases 
to diagnose acute appendicitis early to predict the need 
for appendix surgery using various ML techniques; the 
results showed that the random forest algorithm achieved 
the highest performance, accurately predicting appendi-
citis in 83.75% of cases, with a precision of 84.11%, sensi-
tivity of 81.08%, and specificity of 81.01%. The improved 
method aids healthcare specialists in making informed 
decisions for appendicitis diagnoses and treatment. Fur-
thermore, the authors suggest that similar techniques can 
be utilized to analyze images of patients with appendici-
tis or even to detect infections such as COVID-19 using 
blood specimens or images [19].

AI tools can improve accuracy, reduce costs, and 
save time compared to traditional diagnostic methods. 
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Additionally, AI can reduce the risk of human errors and 
provide more accurate results in less time. In the future, 
AI technology could be used to support medical deci-
sions by providing clinicians with real-time assistance 
and insights. Researchers continue exploring ways to use 
AI in medical diagnosis and treatment, such as analyzing 
medical images, X-rays, CT scans, and MRIs. By leverag-
ing ML techniques, AI can also help identify abnormali-
ties, detect fractures, tumors, or other conditions, and 
provide quantitative measurements for faster and more 
accurate medical diagnosis.

Clinical laboratory testing provides critical informa-
tion for diagnosing, treating, and monitoring diseases. 
It is an essential part of modern healthcare which con-
tinuously incorporates new technology to support clini-
cal decision-making and patient safety [20]. AI has the 
potential to transform clinical laboratory testing by 
improving the accuracy, speed, and efficiency of labora-
tory processes. The role of AI in clinical microbiology is 
currently progressing and expanding. Several ML sys-
tems were developed to detect, identify, and quantify 
microorganisms, diagnose and classify diseases, and pre-
dict clinical outcomes. These ML systems used data from 
various sources to build the AI diagnosis such as genomic 
data of microorganisms, gene sequencing, metagenomic 
sequencing results of the original specimen, and micro-
scopic imaging [21]. Moreover, gram stain classification 
to gram positives/negatives and cocci/rods is another 
essential application of using deep convolutional neural 
networks that reveal high sensitivity and specificity [22]. 
A published systematic review showed that numerous 
MLs were evaluated for microorganism identification 
and antibiotic susceptibility testing; however, several lim-
itations are associated with the current models that must 
be addressed before incorporating them into clinical 
practice [23]. For malaria, Taesik et al. found that using 
ML algorithms combined with digital in-line holographic 
microscopy (DIHM) effectively detected malaria-infected 
red blood cells without staining. This AI technology is 
rapid, sensitive, and cost-effective in diagnosing malaria 
[24].

The projected benefits of using AI in clinical laborato-
ries include but are not limited to, increased efficacy and 
precision. Automated techniques in blood cultures, sus-
ceptibility testing, and molecular platforms have become 
standard in numerous laboratories globally, contributing 
significantly to laboratory efficiency [21, 25]. Automa-
tion and AI have substantially improved laboratory effi-
ciency in areas like blood cultures, susceptibility testing, 
and molecular platforms. This allows for a result within 
the first 24 to 48  h, facilitating the selection of suitable 
antibiotic treatment for patients with positive blood 
cultures [21, 26]. Consequently, incorporating AI in 
clinical microbiology laboratories can assist in choosing 

appropriate antibiotic treatment regimens, a critical fac-
tor in achieving high cure rates for various infectious dis-
eases [21, 26].

ML research in medicine has rapidly expanded, which 
could greatly help the healthcare providers in the emer-
gency department (ED) as they face challenging difficul-
ties from the rising burden of diseases, greater demand 
for time and health services, higher societal expectations, 
and increasing health expenditures [27]. Emergency 
department providers understand that integrating AI into 
their work processes is necessary for solving these prob-
lems by enhancing efficiency, and accuracy, and improv-
ing patient outcomes [28, 29]. Additionally, there may be 
a chance for algorithm support and automated decision-
making to optimize ED flow measurements and resource 
allocation [30]. AI algorithms can analyze patient data to 
assist with triaging patients based on urgency; this helps 
prioritize high-risk cases, reducing waiting times and 
improving patient flow [31]. Introducing a reliable symp-
tom assessment tool can rule out other causes of illness 
to reduce the number of unnecessary visits to the ED. A 
series of AI-enabled machines can directly question the 
patient, and a sufficient explanation is provided at the 
end to ensure appropriate assessment and plan.

Moreover, AI-powered decision support systems can 
provide real-time suggestions to healthcare providers, 
aiding diagnosis, and treatment decisions. Patients are 
evaluated in the ED with little information, and physi-
cians frequently must weigh probabilities when risk 
stratifying and making decisions. Faster clinical data 
interpretation is crucial in ED to classify the serious-
ness of the situation and the need for immediate inter-
vention. The risk of misdiagnosing patients is one of 
the most critical problems affecting medical practitio-
ners and healthcare systems. Diagnostic mistakes in the 
healthcare sector can be expensive and fatal. A study 
found that diagnostic errors, particularly in patients who 
visit the ED, directly contribute to a greater mortality 
rate and a more extended hospital stay [32]. Fortunately, 
AI can assist in the early detection of patients with life-
threatening diseases and promptly alert clinicians so the 
patients can receive immediate attention. Lastly, AI can 
help optimize health care sources in the ED by predicting 
patient demand, optimizing therapy selection (medica-
tion, dose, route of administration, and urgency of inter-
vention), and suggesting emergency department length 
of stay. By analyzing patient-specific data, AI systems can 
offer insights into optimal therapy selection, improving 
efficiency and reducing overcrowding.

AI in genomic medicine
The fusion of AI and genotype analysis holds immense 
promise in the realms of disease surveillance, prediction, 
and personalized medicine [33]. When applied to large 
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populations, AI can effectively monitor for emerging dis-
ease threats (such as COVID-19), while genomic data can 
provide valuable insights into genetic markers associated 
with increased susceptibility to specific diseases [34] By 
training ML algorithms to identify these markers in real-
time data, we can facilitate the early detection of poten-
tial outbreaks. Moreover, the use of genotype data can 
aid in refining disease risk predictions, as ML algorithms 
can recognize complex patterns of genetic variations 
linked with disease susceptibility that might elude tra-
ditional statistical methods as summarized in Fig. 2 [35, 
36]. The prediction of phenotypes, or observable charac-
teristics shaped by genes and environmental factors, also 
becomes possible with this combination.

ML algorithms make it feasible to predict a spectrum 
of phenotypes ranging from simple traits like eye color 
to more intricate ones like the response to certain medi-
cations or disease susceptibility. A specific area where 
AI and ML have demonstrated significant efficacy is the 
identification of genetic variants associated with distinc-
tive traits or pathologies. Examining extensive genomic 
datasets allows these techniques to detect intricate pat-
terns often elusive to manual analysis. For instance, a 
groundbreaking study employed a deep neural network 
to identify genetic variants associated with autism spec-
trum disorder (ASD), successfully predicting ASD sta-
tus by relying solely on genomic data [37]. In the field 
of oncology, categorizing cancers into clinically relevant 
molecular subtypes can be accomplished using tran-
scriptomic profiling. Such molecular classifications, first 
developed for breast cancer and later extended to other 
cancers like colorectal, ovarian, and sarcomas, hold 
substantial implications for diagnosis, prognosis, and 
treatment selection [38, 39]. Traditional computational 
methods for subtyping cancers, such as support vector 

machines (SVMs) or k-nearest neighbors, are susceptible 
to errors due to batch effects and may only focus on a 
small set of signature genes, thus neglecting vital biologi-
cal information [40].

The advent of high-throughput genomic sequencing 
technologies, combined with advancements in AI and 
ML, has laid a strong foundation for accelerating per-
sonalized medicine and drug discovery [41]. Despite 
being a treasure trove of valuable insights, the complex 
nature of extensive genomic data presents substantial 
obstacles to its interpretation. The field of drug discov-
ery has dramatically benefited from the application of AI 
and ML. The simultaneous analysis of extensive genomic 
data and other clinical parameters, such as drug efficacy 
or adverse effects, facilitates the identification of novel 
therapeutic targets or the repurposing of existing drugs 
for new applications [42–46]. One of the prevalent chal-
lenges in drug development is non-clinical toxicity, which 
leads to a significant percentage of drug failures during 
clinical trials. However, the rise of computational model-
ing is opening up the feasibility of predicting drug tox-
icity, which can be instrumental in improving the drug 
development process [46]. This capability is particularly 
vital for addressing common types of drug toxicity, such 
as cardiotoxicity and hepatotoxicity, which often lead to 
post-market withdrawal of drugs.

AI assistance in treatment
Precision medicine and clinical decision support
Personalized treatment, also known as precision medi-
cine or personalized medicine, is an approach that tailors 
medical care to individual patients based on their unique 
characteristics, such as genetics, environment, lifestyle, 
and biomarkers [47]. This individualized approach aims 
to improve patient outcomes by providing targeted 

Fig. 2 Schematic representation of the process starting with the extraction of DNA/RNA, followed by sequencing. The subsequent genotypic alignment 
is performed using neural networks and deep learning. Probability calculations are achieved through applying statistical methods and M: The graph’s 
Y-axis denotes the probability (expressed in percentage) of a particular type of disease (hypertension, depression, breast cancer, and Alzheimer’s disease), 
while the X-axis signifies the count of gene mutations. Negative numbers indicate gene deletions, whereas positive values represent gene additions or 
nucleic acid mutations
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interventions that are more effective, efficient, and safe. 
AI has emerged as a valuable tool in advancing person-
alized treatment, offering the potential to analyze com-
plex datasets, predict outcomes, and optimize treatment 
strategies [47, 48]. Personalized treatment represents a 
pioneering field that demonstrates the potential of pre-
cision medicine on a large scale [49]. Nevertheless, the 
ability to provide real-time recommendations relies on 
the advancement of ML algorithms capable of predicting 
patients who may require specific medications based on 
genomic information. The key to tailoring medications 
and dosages to patients lies in the pre-emptive genotyp-
ing of patients prior to the actual need for such informa-
tion [49, 50].

The potential applications of AI in assisting clinicians 
with treatment decisions, particularly in predicting ther-
apy response, have gained recognition [49]. A study con-
ducted by Huang et al. where authors utilized patients’ 
gene expression data for training a support ML, suc-
cessfully predicted the response to chemotherapy [51]. 
In this study, the authors included 175 cancer patients 
incorporating their gene-expression profiles to predict 
the patients’ responses to various standard-of-care che-
motherapies. Notably, the research showed encouraging 
outcomes, achieving a prediction accuracy of over 80% 
across multiple drugs. These findings demonstrate the 
promising role of AI in treatment response prediction. 
In another study performed by Sheu et al., the authors 
aimed to predict the response to different classes of anti-
depressants using electronic health records (EHR) of 
17,556 patients and AI [52]. The AI models considered 
features predictive of treatment selection to minimize 
confounding factors and showed good prediction per-
formance. The study demonstrated that antidepressant 
response could be accurately predicted using real-world 
EHR data with AI modeling, suggesting the potential for 
developing clinical decision support systems for more 
effective treatment selection. While considerable prog-
ress has been made in leveraging AI techniques and 
genomics to forecast treatment outcomes, it is essential 
to conduct further prospective and retrospective clinical 
research and studies [47, 50]. These endeavors are nec-
essary for generating the comprehensive data required to 
train the algorithms effectively, ensure their reliability in 
real-world settings, and further develop AI-based clinical 
decision tools.

Dose optimization and therapeutic drug monitoring
AI plays a crucial role in dose optimization and adverse 
drug event prediction, offering significant benefits in 
enhancing patient safety and improving treatment out-
comes [53]. By leveraging AI algorithms, healthcare 
providers can optimize medication dosages tailored to 
individual patients and predict potential adverse drug 

events, thereby reducing risks and improving patient 
care. In a study that aimed to develop an AI-based pre-
diction model for prothrombin time international nor-
malized ratio (PT/INR) and a decision support system 
for warfarin maintenance dose optimization [54] The 
authors analyzed data from 19,719 inpatients across three 
institutions, and the algorithm outperformed expert phy-
sicians with significant differences in predicting future 
PT/INRs and the generated individualized warfarin dose 
was reliable.

On the contrary, a novel dose optimization system—
CURATE.AI—is an AI-derived platform for dynamically 
optimizing chemotherapy doses based on individual 
patient data [55]. A study was conducted to validate this 
system as an open-label, prospective trial in patients with 
advanced solid tumors treated with three different che-
motherapy regimens. CURATE.AI generated personal-
ized doses for subsequent cycles based on the correlation 
between chemotherapy dose variation and tumor marker 
readouts. The integration of CURATE.AI into the clinical 
workflow showed successful incorporation and potential 
benefits in terms of reducing chemotherapy dose and 
improving patient response rates and durations com-
pared to the standard of care. These findings support the 
need for prospective validation through randomized clin-
ical trials and indicate the potential of AI in optimizing 
chemotherapy dosing and lowering the risk of adverse 
drug events.

Therapeutic drug monitoring (TDM) is a process used 
to optimize drug dosing in individual patients. It is pre-
dominantly utilized for drugs with a narrow therapeutic 
index to avoid both underdosing insufficiently medicating 
as well as toxic levels. TDM aims to ensure that patients 
receive the right drug, at the right dose, at the right time, 
to achieve the desired therapeutic outcome while mini-
mizing adverse effects [56]. The use of AI in TDM has 
the potential to revolutionize how drugs are monitored 
and prescribed. AI algorithms can be trained to predict 
an individual’s response to a given drug based on their 
genetic makeup, medical history, and other factors. This 
personalized approach to drug therapy can lead to more 
effective treatments and better patient outcomes [57, 58].

One example of AI in TDM is using ML algorithms to 
predict drug-drug interactions. By analyzing large datas-
ets of patient data, these algorithms can identify poten-
tial drug interactions. This can help to reduce the risk 
of adverse drug reactions, and cost and improve patient 
outcomes [59]. Another application of AI in TDM using 
predictive analytics to identify patients at high risk of 
developing adverse drug reactions. By analyzing patient 
data and identifying potential risk factors, healthcare 
providers can take proactive steps to prevent adverse 
events before they occur [60]. Overall, the use of AI in 
TDM has the potential to improve patient outcomes, 



Page 7 of 15Alowais et al. BMC Medical Education          (2023) 23:689 

reduce healthcare costs, and enhance the accuracy and 
efficiency of drug dosing. As this technology continues to 
evolve, AI will likely play an increasingly important role 
in the field of TDM.

AI assistance in population health management
Predictive analytics and risk assessment
Population health management increasingly uses predic-
tive analytics to identify and guide health initiatives. In 
data analytics, predictive analytics is a discipline that sig-
nificantly utilizes modeling, data mining, AI, and ML. In 
order to anticipate the future, it analyzes historical and 
current data [61, 62]. ML algorithms and other technolo-
gies are used to analyze data and develop predictive mod-
els to improve patient outcomes and reduce costs. One 
area where predictive analytics can be instrumental is in 
identifying patients at risk of developing chronic diseases 
such as endocrine or cardiac diseases. By analyzing data 
such as medical history, demographics, and lifestyle fac-
tors, predictive models can identify patients at higher 
risk of developing these conditions and target interven-
tions to prevent or treat them [61]. Predicting hospital 
readmissions is another area where predictive analytics 
can be applied. By analyzing patient demographics, med-
ical history, and social health factors, predictive models 
can identify patients at higher risk of hospital readmis-
sions and target interventions to prevent readmissions 
(Fig. 3) [62–64]; this can help reduce healthcare costs and 

improve patient outcomes which is the reason behind 
launching new companies such as “Reveal ®” [65].

AI can be used to optimize healthcare by improv-
ing the accuracy and efficiency of predictive models. AI 
algorithms can analyze large amounts of data and iden-
tify patterns and relationships that may not be obvious 
to human analysts; this can help improve the accuracy 
of predictive models and ensure that patients receive the 
most appropriate interventions. AI can also automate 
specific public health management tasks, such as patient 
outreach and care coordination [61, 62]. Which can help 
reduce healthcare costs and improve patient outcomes 
by ensuring patients receive timely and appropriate care. 
However, it is pivotal to note that the success of predic-
tive analytics in public health management depends 
on the quality of data and the technological infrastruc-
ture used to develop and implement predictive models. 
In addition, human supervision is vital to ensure the 
appropriateness and effectiveness of interventions for at-
risk patients. In summary, predictive analytics plays an 
increasingly important role in population health. Using 
ML algorithms and other technologies, healthcare orga-
nizations can develop predictive models that identify 
patients at risk for chronic disease or readmission to the 
hospital [61–64].

Furthermore, AI is needed to address these challenges 
regarding vaccine production and supply chain bottle-
necks. Testing algorithms on real-time vaccine supply 

Fig. 3 Unlocking the Power of Patient Data with AI-Driven Predictive Analytics
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chains can be challenging. To overcome this, investing 
in research and development is essential to create robust 
algorithms that can accurately predict and optimize vac-
cine supply chains. Edge analytics can also detect anoma-
lies and predict Disease X events and associated risks to 
the healthcare system [66].

From a Saudi perspective, Sehaa, a big data analytics 
tool in Saudi Arabia, uses Twitter data to detect diseases, 
and it found that dermal diseases, heart diseases, hyper-
tension, cancer, and diabetes are the top five diseases in 
the country [67]. Riyadh has the highest awareness-to-
afflicted ratio for six of the fourteen diseases detected, 
while Taif is the healthiest city with the lowest number of 
disease cases and a high number of awareness activities. 
These findings highlight the potential of predictive ana-
lytics in population health management and the need for 
targeted interventions to prevent and treat chronic dis-
eases in Saudi Arabia [67]. AI can optimize health care by 
improving the accuracy and efficiency of predictive mod-
els and automating certain tasks in population health 
management [62]. However, successfully implementing 
predictive analytics requires high-quality data, advanced 
technology, and human oversight to ensure appropriate 
and effective interventions for patients.

Establishment of working groups, guidelines, and 
frameworks
AI is transforming how guidelines are established in vari-
ous fields. In healthcare, guidelines usually take much 
time, from establishing the knowledge gap that needs to 
be fulfilled to publishing and disseminating these guide-
lines. AI can help identify newly published data based on 
data from clinical trials and real-world patient outcomes 
within the same area of interest which can then facili-
tate the first stage of mining information. Then, under 
the supervision of scientists and experts in the field, AI 
algorithms can analyze vast amounts of data to identify 
patterns and trends that can inform the development of 
evidence-based guidelines in real-time, which allows for 
a fast exchange of information with essential supervision 
clinicians for its clinical and ethical implications [68–73].

Several professional organizations have developed 
frameworks for addressing concerns unique to develop-
ing, reporting, and validating AI in medicine [69–73]. 
Instead of focusing on the clinical application of AI, 
these frameworks are more concerned with educating 
the technological creators of AI by providing instruc-
tions on encouraging transparency in the design and 
reporting of AI algorithms [69]. Additionally, regulatory 
regulation of AI is still in its infancy. The US Food and 
Drug Administration (FDA) is now developing guide-
lines on critically assessing real-world applications of AI 
in medicine while publishing a framework to guide the 
role of AI and ML in software as medical devices [74]. 

The European Commission has spearheaded a multidis-
ciplinary effort to improve the credibility of AI [75], and 
the European Medicines Agency (EMA) has deemed 
the regulation of AI a strategic priority [76]. These leg-
islative efforts are meant to shape the healthcare future 
to be better equipped to be a technology-driven sector. 
Overall, the role of AI in establishing guidelines is to pro-
vide data-driven insights and recommendations based 
on vast amounts of information, which can lead to more 
efficient and effective decision-making, better outcomes, 
and reduced costs. However, it is crucial to ensure that 
AI-based guidelines are transparent, fair, unbiased, and 
informed by human expertise and ethical considerations 
[68].

AI in drug information and consultation
AI would propose a new support system to assist prac-
tical decision-making tools for healthcare providers. 
In recent years, healthcare institutions have provided 
a greater leveraging capacity of utilizing automation-
enabled technologies to boost workflow effectiveness and 
reduce costs while promoting patient safety, accuracy, 
and efficiency [77]. By introducing advanced technolo-
gies like NLP, ML, and data analytics, AI can significantly 
provide real-time, accurate, and up-to-date informa-
tion for practitioners at the hospital. According to the 
McKinsey Global Institute, ML and AI in the pharma-
ceutical sector have the potential to contribute approxi-
mately $100 billion annually to the US healthcare system 
[78]. Researchers claim that these technologies enhance 
decision-making, maximize creativity, increase the effec-
tiveness of research and clinical trials, and produce new 
tools that benefit healthcare providers, patients, insurers, 
and regulators [78]. AI enables quick and comprehen-
sive retrieval of drug-related information from differ-
ent resources through its ability to analyze the current 
medical literature, drug databases, and clinical guidelines 
to provide accurate and evidence-based decisions for 
healthcare providers. Using automated response systems, 
AI-powered virtual assistants can handle common ques-
tions and provide detailed medical information to health-
care providers [79]. AI-powered chatbots help reduce the 
workload on healthcare providers, allowing them to focus 
on more complicated cases that require their expertise. 
Also, AI algorithms can generate specific recommen-
dations for individual patients, considering factors like 
health conditions, past medical and medication history, 
and social/lifestyle preferences, allowing healthcare pro-
fessionals to optimize medication choices and dosages 
[80, 81].
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AI-powered patient care
AI virtual healthcare assistance
With continuously increasing demands of health care 
services and limited resources worldwide, finding solu-
tions to overcome these challenges is essential [82]. 
Virtual health assistants are a new and innovative tech-
nology transforming the healthcare industry to sup-
port healthcare professionals. It is designed to simulate 
human conversation to offer personalized patient care 
based on input from the patient [83]. These digital assis-
tants use AI-powered applications, chatbots, sounds, and 
interfaces. Virtual assistants can help patients with tasks 
such as identifying the underlying problem based on the 
patient’s symptoms, providing medical advice, remind-
ing patients to take their medications, scheduling doctor 
appointments, and monitoring vital signs. In addition, 
digital assistants can collect information daily regarding 
patients’ health and forward the reports to the assigned 
physician. By taking off some of these responsibilities 
from human healthcare providers, virtual assistants 
can help to reduce their workload and improve patient 
outcomes.

Furthermore, these tools can always be available, 
making it easier for patients to access healthcare when 
needed [84]. Another medical service that an AI-driven 
phone application can provide is triaging patients and 
finding out how urgent their problem is, based on the 
entered symptoms into the app. The National Health 
Service (NHS) has tested this app in north London, and 
now about 1.2 million people are using this AI chatbot to 
answer their questions instead of calling the NHS non-
emergency number [85]. In addition, introducing intel-
ligent speakers into the market has a significant benefit 
in the lives of elderly and chronically ill patients who are 
unable to use smartphone apps efficiently [86]. Overall, 
virtual health assistants have the potential to significantly 
improve the quality, efficiency, and cost of healthcare 
delivery while also increasing patient engagement and 
providing a better experience for them.

AI mental health support
AI has the potential to revolutionize mental health sup-
port by providing personalized and accessible care to 
individuals [87, 88]. Several studies showed the effec-
tiveness and accessibility of using Web-based or Inter-
net-based cognitive-behavioral therapy (CBT) as a 
psychotherapeutic intervention [89, 90]. Even though 
psychiatric practitioners rely on direct interaction and 
behavioral observation of the patient in clinical prac-
tice compared to other practitioners, AI-powered tools 
can supplement their work in several ways. AI-powered 
mental health applications can assist in the early detec-
tion and diagnosis of mental health conditions, as well 
as provide tailored treatment and support [88–91] 

These applications can also offer round-the-clock sup-
port, reducing the need for in-person appointments and 
wait times. Furthermore, these digital tools can be used 
to monitor patient progress and medication adherence, 
providing valuable insights into treatments’ effectiveness 
[88].

The current published studies addressing the appli-
cability of AI in mental health concluded that depres-
sion is the most commonly investigated mental disorder 
[88]. Moreover, AI-powered apps prove their benefits 
in patients with substance use disorder. A recent study 
evaluated the utility of a mental health digital app called 
Woebot in patients with substance use disorders. This 
study found that using Woebot was significantly associ-
ated with improved substance use, cravings, depression, 
and anxiety [92]. While AI-powered mental health diag-
nosis holds promise, some significant limitations must be 
addressed. One of the main limitations is the risk of bias 
in the data and algorithms used in AI-powered diagnosis. 
If the data used to train AI algorithms does not represent 
diverse populations, it can lead to biased and inaccurate 
results. Additionally, AI-powered diagnosis may not take 
into account the complexity of mental health conditions, 
which can present differently in different people. Finally, 
there is a risk that AI-powered diagnosis may lead to a 
lack of personalization and empathy in mental health 
care, which is an important aspect of successful treat-
ment [93]. Therefore, while AI-powered diagnosis can be 
a valuable tool in mental health care, it should be used 
as a supplement to, rather than a replacement for, profes-
sional diagnosis and treatment.

AI in enhancing patient education and mitigating 
healthcare provider burnout
One of the emerging applications of AI is patient educa-
tion [94]. AI-powered chatbots are being implemented 
in various healthcare contexts, such as diet recom-
mendations [95, 96], smoking cessation, and cognitive-
behavioral therapy [97]. Patient education is integral to 
healthcare, as it enables individuals to understand their 
medical diagnosis, treatment options, and preventa-
tive measures [98]. Informed patients are more likely to 
adhere to their treatment regimens and achieve better 
health outcomes [99]. AI has the potential to play a sig-
nificant role in patient education by providing personal-
ized and interactive information and guidance to patients 
and their caregivers [100]. For example, in patients with 
prostate cancer, introducing a prostate cancer com-
munication assistant (PROSCA) chatbot offered a clear 
to moderate increase in participants’ knowledge about 
prostate cancer [101]. Researchers found that ChatGPT, 
an AI Chatbot founded by OpenAI, can help patients 
with diabetes understand their diagnosis and treatment 
options, monitor their symptoms and adherence, provide 
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feedback and encouragement, and answer their ques-
tions [102]. AI technology can also be applied to rewrite 
patient education materials into different reading lev-
els. This suggests that AI can empower patients to take 
greater control of their health by ensuring that patients 
can understand their diagnosis, treatment options, and 
self-care instructions [103]. However, there are also some 
challenges and limitations that need to be addressed, 
such as ensuring the accuracy, reliability, and transpar-
ency of the information provided by AI, respecting the 
privacy and confidentiality of the patients’ data, and 
maintaining a human touch and empathy in the commu-
nication [104]. The use of AI in patient education is still 
in its early stages, but it has the potential to revolutionize 
the way that patients learn about their health. As AI tech-
nology continues to develop, we can expect to see even 
more innovative and effective ways to use AI to educate 
patients.

Are individuals more inclined towards AI than human 
healthcare providers
Public perception of the benefits and risks of AI in 
healthcare systems is a crucial factor in determining 
its adoption and integration. People’s feelings about AI 
replacing or augmenting human healthcare practitio-
ners, its role in educating and empowering patients, and 
its impact on the quality and efficiency of care, as well as 
on the well-being of healthcare workers, are all important 
considerations. In medicine, patients often trust medical 
staff unconditionally and believe that their illness will be 
cured due to a medical phenomenon known as the pla-
cebo effect. In other words, patient-physician trust is vital 
in improving patient care and the effectiveness of their 
treatment [105]. For the relationship between patients 
and an AI-based healthcare delivery system to succeed, 
building a relationship based on trust is imperative [106].

Research on whether people prefer AI over healthcare 
practitioners has shown mixed results depending on the 
context, type of AI system, and participants’ characteris-
tics [107, 108]. Some surveys have indicated that people 
are generally willing to use or interact with AI for health-
related purposes such as diagnosis, treatment, moni-
toring, or decision support [108–110]. However, other 
studies have suggested that people still prefer human 
healthcare practitioners over AI, especially for complex 
or sensitive issues such as mental health, chronic dis-
eases, or end-of-life care [108, 111]. In a US-based study, 
60% of participants expressed discomfort with providers 
relying on AI for their medical care. However, the same 
study found that 80% of Americans would be willing to 
use AI-powered tools to help manage their health [109]. 
In another survey, responders’ comfort with AI varied 
based on clinical application, and most patients felt that 
AI would improve their healthcare, which suggests that 

people are generally willing to use AI for healthcare-
related purposes and that patient education, concerns, 
and comfort levels should be accounted for when plan-
ning for integration of AI [110]. Moreover, people’s trust 
and acceptance of AI may vary depending on their age, 
gender, education level, cultural background, and previ-
ous experience with technology [111, 112].

Future directions and considerations for clinical 
implementation
Obstacles and solutions
AI has the potential to revolutionize clinical practice, but 
several challenges must be addressed to realize its full 
potential. Among these challenges is the lack of quality 
medical data, which can lead to inaccurate outcomes. 
Data privacy, availability, and security are also potential 
limitations to applying AI in clinical practice. Addition-
ally, determining relevant clinical metrics and selecting 
an appropriate methodology is crucial to achieving the 
desired outcomes. Human contribution to the design 
and application of AI tools is subject to bias and could 
be amplified by AI if not closely monitored [113]. The 
AI-generated data and/or analysis could be realistic 
and convincing; however, hallucination could also be a 
major issue which is the tendency to fabricate and cre-
ate false information that cannot be supported by exist-
ing evidence [114]. This can be particularly problematic 
regarding sensitive areas such as patient care. Thus, the 
development of AI tools has implications for current 
health professions education, highlighting the necessity 
of recognizing human fallibility in areas including clini-
cal reasoning and evidence-based medicine [115]. Finally, 
human expertise and involvement are essential to ensure 
the appropriate and practical application of AI to meet 
clinical needs and the lack of this expertise could be a 
drawback for the practical application of AI.

Addressing these challenges and providing construc-
tive solutions will require a multidisciplinary approach, 
innovative data annotation methods, and the develop-
ment of more rigorous AI techniques and models. Cre-
ating practical, usable, and successfully implemented 
technology would be possible by ensuring appropriate 
cooperation between computer scientists and healthcare 
providers. By merging current best practices for ethical 
inclusivity, software development, implementation sci-
ence, and human-computer interaction, the AI commu-
nity will have the opportunity to create an integrated best 
practice framework for implementation and maintenance 
[116]. Additionally, a collaboration between multiple 
health care settings is required to share data and ensure 
its quality, as well as verify analyzed outcomes which 
will be critical to the success of AI in clinical practice. 
Another suggestion is to provide appropriate training 
and education that starts from the undergraduate level of 



Page 11 of 15Alowais et al. BMC Medical Education          (2023) 23:689 

all the health care practitioners and proceeds to the con-
tinuous development and improvement for the practitio-
ners working in the current practice to ensure the proper 
adaptation which provides the best patient care and avoid 
any legal or ethical issues or misinterpretation of the 
outcomes without verifying the results [117]. Medical 
schools are encouraged to incorporate AI-related topics 
into their medical curricula. A study conducted among 
radiology residents showed that 86% of students agreed 
that AI would change and improve their practice, and up 
to 71% felt that AI should be taught at medical schools 
for better understanding and application [118]. This 
integration ensures that future healthcare professionals 
receive foundational knowledge about AI and its applica-
tions from the early stages of their education.

Legal, ethical, and risk associated with AI in healthcare 
system
Converting AI and big data into secure and efficient prac-
tical applications, services, and procedures in healthcare 
involves significant costs and risks. Consequently, safe-
guarding the commercial interests of AI and data-driven 
healthcare technologies has emerged as an increasingly 
crucial subject [119]. In the past, only medical profes-
sionals could measure vital signs such as blood pressure, 
glucose levels, and heart rate [48]. However, contem-
porary mobile applications now enable the continuous 
collection of such information. Nevertheless, address-
ing the ethical risks associated with AI implementation 
is imperative, particularly concerning data privacy and 
confidentiality violations, informed consent, and patient 
autonomy [48, 119]. Given the prominence of big data 
and AI in healthcare and precision medicine, robust data 
protection legislation becomes paramount to safeguard-
ing individual privacy. Countries around the world have 
introduced laws to protect the privacy of their citizens, 
such as the Health Insurance Portability and Account-
ability Act (HIPAA) in the United States and the General 
Data Protection Regulation (GDPR) in Europe [120, 121]. 
While HIPAA protects only relevant health informa-
tion produced by covered entities, the GDPR has imple-
mented extensive data protection law within the EU, 
creating a significant global shift in data protection [120, 
121].

One of the major causes that can compromise patient 
data, disrupt critical healthcare operations, and jeopar-
dize patient safety with the use of AI in the healthcare 
system is increased cyberattacks [66, 122]. Predictive 
algorithms can be employed to detect and prevent these 
cyber threats. To safeguard data privacy and maintain 
system integrity, it’s essential to deeply investigate cyber-
security and the cyber risk landscape of healthcare sys-
tems [66, 123]. By implementing a variety of robust AI 
algorithms, the risk associated with relying on a singular 

solution can be mitigated [66, 123]. While data privacy 
and security breaches are challenges associated with 
AI in healthcare [122], it offers significant advantages 
such as task streamlining, enhanced efficiency, time and 
resource savings, research support, and reduced physi-
cian stress [122]. In the context of ethical considerations, 
an epistemological framework for ethical assessment has 
been proposed to prioritize ethical awareness, transpar-
ency, and accountability when evaluating digital tech-
nology’s impact on healthcare supply chain participants 
[123, 124].

Conclusion
The integration of AI in healthcare has immense poten-
tial to revolutionize patient care and outcomes. AI-driven 
predictive analytics can enhance the accuracy, efficiency, 
and cost-effectiveness of disease diagnosis and clinical 
laboratory testing. Additionally, AI can aid in population 
health management and guideline establishment, pro-
viding real-time, accurate information and optimizing 
medication choices. Integrating AI in virtual health and 
mental health support has shown promise in improving 
patient care. However, it is important to address limita-
tions such as bias and lack of personalization to ensure 
equitable and effective use of AI.

Several measures must be taken to ensure responsible 
and effective implementation of AI in healthcare.

Firstly, comprehensive cybersecurity strategies and 
robust security measures should be developed and imple-
mented to protect patient data and critical healthcare 
operations. Collaboration between healthcare organiza-
tions, AI researchers, and regulatory bodies is crucial to 
establishing guidelines and standards for AI algorithms 
and their use in clinical decision-making. Investment in 
research and development is also necessary to advance 
AI technologies tailored to address healthcare challenges.

AI algorithms can continuously examine factors such 
as population demographics, disease prevalence, and 
geographical distribution. This can identify patients at 
a higher risk of certain conditions, aiding in prevention 
or treatment. Edge analytics can also detect irregulari-
ties and predict potential healthcare events, ensuring that 
resources like vaccines are available where most needed.

Public perception of AI in healthcare varies, with 
individuals expressing willingness to use AI for health 
purposes while still preferring human practitioners in 
complex issues. Trust-building and patient education are 
crucial for the successful integration of AI in healthcare 
practice. Overcoming challenges like data quality, pri-
vacy, bias, and the need for human expertise is essential 
for responsible and effective AI integration.

Collaboration among stakeholders is vital for robust 
AI systems, ethical guidelines, and patient and pro-
vider trust. Continued research, innovation, and 



Page 12 of 15Alowais et al. BMC Medical Education          (2023) 23:689 

interdisciplinary collaboration are important to unlock 
the full potential of AI in healthcare. With successful 
integration, AI is anticipated to revolutionize healthcare, 
leading to improved patient outcomes, enhanced effi-
ciency, and better access to personalized treatment and 
quality care.

Abbreviations
AI  Artificial Intelligence
ASD  Autism Spectrum Disorder
CCN  Convolutional Neural Networks
DIHM  Digital in-line holographic microscopy
GDPR  General Data Protection Regulation
EHR  Electronic Health Record
HIPAA  Health Insurance Portability and Accountability Act
LLMs  Large Language Models
ML  Machine Learning
NLP  Natural Language Processing
PROSCA  Prostate cancer communication assistant
PT/INR  Prothrombin Time / International Normalized Ratio
SVMs  Support vector Machines
TDM  Therapeutic drug monitoring

Acknowledgements
Not applicable.

Authors’ contributions
Conceptualization: Shuroug A. Alowais; Sahar S. Alghamdi; Hisham A. 
Badreldin; Tariq Alqahtani.Writing - original draft: Shuroug A. Alowais, Sahar 
S. Alghamdi, Nada Alsuhebany, Tariq Alqahtani, Abdulrahman I. Alshaya, 
Sumaya N. Almohareb, Atheer Aldairem, Mohammed Alrashed, Khalid bin 
Saleh.Writing - review & editing: Shuroug A. Alowais, Sahar S. Alghamdi, Nada 
Alsuhebany, Tariq Alqahtani, Abdulrahman I. Alshaya, Sumaya N. Almohareb, 
Atheer Aldairem, Mohammed Alrashed, Khalid bin Saleh, Hisham A. Badreldin, 
Majed S. Al Yami, Shmeylan Al Harbi, Abdulkareem M. Albekairy.All authors 
reviewed the manuscript. During the preparation of this work the author(s) 
used [Chatsonic/ GPT4] to [edit and change format of the paper]. After using 
this tool/service, the author(s) reviewed and edited the content as needed 
and take(s) full responsibility for the content of the publication.

Funding
This research did not receive any specific grant from funding agencies in the 
public, commercial, or not-for-profit sectors.

Data availability
Not applicable.

Declarations

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1Department of Pharmacy Practice, College of Pharmacy, King Saud bin 
Abdulaziz University for Health Sciences, Prince Mutib Ibn Abdullah Ibn 
Abdulaziz Rd, Riyadh 14611, Saudi Arabia
2King Abdullah International Medical Research Center, Riyadh, Saudi 
Arabia
3Pharmaceutical Care Department, King Abdulaziz Medical City, National 
Guard Health Affairs, Riyadh, Saudi Arabia
4Department of Pharmaceutical Sciences, College of Pharmacy, King Saud 
bin Abdulaziz University for Health Sciences, Riyadh, Saudi Arabia

Received: 23 June 2023 / Accepted: 19 September 2023

References
1. Suleimenov IE, Vitulyova YS, Bakirov AS, Gabrielyan OA. Artificial 

Intelligence:what is it? Proc 2020 6th Int Conf Comput Technol Appl. 
2020;22–5. https://doi.org/10.1145/3397125.3397141.

2. Davenport T, Kalakota R. The potential for artificial intelligence in Healthcare. 
Future Healthc J. 2019;6(2):94–8. https://doi.org/10.7861/futurehosp.6-2-94.

3. Russell SJ. Artificial intelligence a modern approach. Pearson Education, Inc.; 
2010.

4. McCorduck P, Cfe C. Machines who think: a personal inquiry into the history 
and prospects of Artificial Intelligence. AK Peters; 2004.

5. Jordan MI, Mitchell TM. Machine learning: Trends, perspectives, and pros-
pects. Science. 2015;349(6245):255–60. https://doi.org/10.1126/science.
aaa8415.

6. VanLEHN K. The relative effectiveness of human tutoring, intelligent tutoring 
systems, and other tutoring systems. Educational Psychol. 2011;46(4):197–
221. https://doi.org/10.1080/00461520.2011.611369.

7. Topol EJ. High-performance medicine: the convergence of human and 
Artificial Intelligence. Nat Med. 2019;25(1):44–56. https://doi.org/10.1038/
s41591-018-0300-7.

8. Esteva A, Kuprel B, Novoa RA, Ko J, Swetter SM, Blau HM, et al. Dermatolo-
gist-level classification of skin cancer with deep neural networks. Nature. 
2017;542(7639):115–8. https://doi.org/10.1038/nature21056.

9. Myszczynska MA, Ojamies PN, Lacoste AM, Neil D, Saffari A, Mead R, et al. 
Applications of machine learning to diagnosis and treatment of neurode-
generative Diseases. Nat Reviews Neurol. 2020;16(8):440–56. https://doi.
org/10.1038/s41582-020-0377-8.

10. Ahsan MM, Luna SA, Siddique Z. Machine-learning-based disease diagnosis: 
a comprehensive review. Healthcare. 2022;10(3):541. https://doi.org/10.3390/
healthcare10030541.

11. McKinney SM, Sieniek M, Godbole V, Godwin J, Antropova N, Ashrafian H, 
et al. International evaluation of an AI system for breast cancer screening. 
Nature. 2020;577(7788):89–94. https://doi.org/10.1038/s41586-019-1799-6.

12. Kim H-E, Kim HH, Han B-K, Kim KH, Han K, Nam H, et al. Changes in cancer 
detection and false-positive recall in mammography using Artificial Intel-
ligence: a retrospective, Multireader Study. Lancet Digit Health. 2020;2(3). 
https://doi.org/10.1016/s2589-7500(20)30003-0.

13. Han SS, Park I, Eun Chang S, Lim W, Kim MS, Park GH, et al. Augmented Intel-
ligence Dermatology: deep neural networks Empower Medical Professionals 
in diagnosing skin Cancer and Predicting Treatment Options for 134 skin 
Disorders. J Invest Dermatol. 2020;140(9):1753–61. https://doi.org/10.1016/j.
jid.2020.01.019.

14. Haenssle HA, Fink C, Schneiderbauer R, Toberer F, Buhl T, Blum A, et al. Man 
against machine: diagnostic performance of a deep learning convolutional 
neural network for dermoscopic melanoma recognition in comparison to 
58 dermatologists. Ann Oncol. 2018;29(8):1836–42. https://doi.org/10.1093/
annonc/mdy166.

15. Li S, Zhao R, Zou H. Artificial intelligence for diabetic retinopathy. Chin Med J 
(Engl). 2021;135(3):253–60. https://doi.org/10.1097/CM9.0000000000001816.

16. Alfaras M, Soriano MC, Ortín S. A fast machine learning model for ECG-based 
Heartbeat classification and arrhythmia detection. Front Phys. 2019;7. https://
doi.org/10.3389/fphy.2019.00103.

17. Raghunath S, Pfeifer JM, Ulloa-Cerna AE, Nemani A, Carbonati T, Jing L, 
et al. Deep neural networks can predict new-onset atrial fibrillation from 
the 12-lead ECG and help identify those at risk of atrial fibrillation–related 
stroke. Circulation. 2021;143(13):1287–98. https://doi.org/10.1161/
circulationaha.120.047829.

18. Becker J, Decker JA, Römmele C, Kahn M, Messmann H, Wehler M, et al. 
Artificial intelligence-based detection of pneumonia in chest radiographs. 
Diagnostics. 2022;12(6):1465. https://doi.org/10.3390/diagnostics12061465.

19. Mijwil MM, Aggarwal K. A diagnostic testing for people with appendicitis 
using machine learning techniques. Multimed Tools Appl. 2022;81(5):7011–
23. https://doi.org/10.1007/s11042-022-11939-8.

20. Undru TR, Uday U, Lakshmi JT, et al. Integrating Artificial Intelligence for Clini-
cal and Laboratory diagnosis - a review. Maedica (Bucur). 2022;17(2):420–6. 
https://doi.org/10.26574/maedica.2022.17.2.420.

https://doi.org/10.1145/3397125.3397141
https://doi.org/10.7861/futurehosp.6-2-94
https://doi.org/10.1126/science.aaa8415
https://doi.org/10.1126/science.aaa8415
https://doi.org/10.1080/00461520.2011.611369
https://doi.org/10.1038/s41591-018-0300-7
https://doi.org/10.1038/s41591-018-0300-7
https://doi.org/10.1038/nature21056
https://doi.org/10.1038/s41582-020-0377-8
https://doi.org/10.1038/s41582-020-0377-8
https://doi.org/10.3390/healthcare10030541
https://doi.org/10.3390/healthcare10030541
https://doi.org/10.1038/s41586-019-1799-6
https://doi.org/10.1016/s2589-7500(20)30003-0
https://doi.org/10.1016/j.jid.2020.01.019
https://doi.org/10.1016/j.jid.2020.01.019
https://doi.org/10.1093/annonc/mdy166
https://doi.org/10.1093/annonc/mdy166
https://doi.org/10.1097/CM9.0000000000001816
https://doi.org/10.3389/fphy.2019.00103
https://doi.org/10.3389/fphy.2019.00103
https://doi.org/10.1161/circulationaha.120.047829
https://doi.org/10.1161/circulationaha.120.047829
https://doi.org/10.3390/diagnostics12061465
https://doi.org/10.1007/s11042-022-11939-8
https://doi.org/10.26574/maedica.2022.17.2.420


Page 13 of 15Alowais et al. BMC Medical Education          (2023) 23:689 

21. Peiffer-Smadja N, Dellière S, Rodriguez C, Birgand G, Lescure FX, Fourati S, 
et al. Machine learning in the clinical microbiology laboratory: has the time 
come for routine practice? Clin Microbiol Infect. 2020;26(10):1300–9. https://
doi.org/10.1016/j.cmi.2020.02.006.

22. Smith KP, Kang AD, Kirby JE. Automated interpretation of Blood Culture 
Gram Stains by Use of a deep convolutional neural network. J Clin Microbiol. 
2018;56(3):e01521–17. https://doi.org/10.1128/JCM.01521-17.

23. Weis CV, Jutzeler CR, Borgwardt K. Machine learning for microbial identifica-
tion and antimicrobial susceptibility testing on MALDI-TOF mass spectra: 
a systematic review. Clin Microbiol Infect. 2020;26(10):1310–7. https://doi.
org/10.1016/j.cmi.2020.03.014.

24. Go T, Kim JH, Byeon H, Lee SJ. Machine learning-based in-line holographic 
sensing of unstained malaria-infected red blood cells. J Biophotonics. 
2018;11(9):e201800101. https://doi.org/10.1002/jbio.201800101.

25. Smith KP, Kirby JE. Image analysis and artificial intelligence in infectious 
disease diagnostics. Clin Microbiol Infect. 2020;26(10):1318–23. https://doi.
org/10.1016/j.cmi.2020.03.012.

26. Vandenberg O, Durand G, Hallin M, Diefenbach A, Gant V, Murray P, et al. 
Consolidation of clinical Microbiology Laboratories and introduction of 
Transformative Technologies. Clin Microbiol Rev. 2020;33(2). https://doi.
org/10.1128/cmr.00057-19.

27. Panch T, Szolovits P, Atun R. Artificial Intelligence, Machine Learning 
and Health Systems. J Global Health. 2018;8(2). https://doi.org/10.7189/
jogh.08.020303.

28. Berlyand Y, Raja AS, Dorner SC, Prabhakar AM, Sonis JD, Gottumukkala RV, 
et al. How artificial intelligence could transform emergency department 
operations. Am J Emerg Med. 2018;36(8):1515–7. https://doi.org/10.1016/j.
ajem.2018.01.017.

29. Matheny ME, Whicher D, Thadaney Israni S. Artificial Intelligence in 
Health Care: a Report from the National Academy of Medicine. JAMA. 
2020;323(6):509–10. https://doi.org/10.1001/jama.2019.21579.

30. Jiang F, Jiang Y, Zhi H, Dong Y, Li H, Ma S, et al. Artificial intelligence in health-
care: past, present and future. Stroke Vasc Neurol. 2017;2(4):230–43. https://
doi.org/10.1136/svn-2017-000101.

31. Gandhi SO, Sabik L. Emergency department visit classification using the NYU 
algorithm. Am J Manag Care. 2014;20(4):315–20.

32. Hautz WE, Kämmer JE, Hautz SC, Sauter TC, Zwaan L, Exadaktylos AK, et al. 
Diagnostic error increases mortality and length of hospital stay in patients 
presenting through the emergency room. Scand J Trauma Resusc Emerg 
Med. 2019;27(1):54. https://doi.org/10.1186/s13049-019-0629-z.

33. Haug CJ, Drazen JM. Artificial Intelligence and Machine Learning in Clinical 
Medicine, 2023. N Engl J Med. 2023;388(13):1201–8. https://doi.org/10.1056/
NEJMra2302038.

34. Abubaker Bagabir S, Ibrahim NK, Abubaker Bagabir H, Hashem Ateeq R. 
Covid-19 and Artificial Intelligence: genome sequencing, drug development 
and vaccine discovery. J Infect Public Health. 2022;15(2):289–96. https://doi.
org/10.1016/j.jiph.2022.01.011.

35. Pudjihartono N, Fadason T, Kempa-Liehr AW, O’Sullivan JM. A review of fea-
ture selection methods for machine learning-based Disease Risk Prediction. 
Front Bioinform. 2022;2:927312. https://doi.org/10.3389/fbinf.2022.927312. 
Published 2022 Jun 27.

36. Widen E, Raben TG, Lello L, Hsu SDH. Machine learning prediction of bio-
markers from SNPs and of Disease risk from biomarkers in the UK Biobank. 
Genes (Basel). 2021;12(7):991. https://doi.org/10.3390/genes12070991. 
Published 2021 Jun 29.

37. Wang H, Avillach P. Diagnostic classification and prognostic prediction using 
common genetic variants in autism spectrum disorder: genotype-based 
Deep Learning. JMIR Med Inf. 2021;9(4). https://doi.org/10.2196/24754.

38. Sorlie T, Perou CM, Tibshirani R, Aas T, Geisler S, Johnsen H, et al. Gene expres-
sion patterns of breast carcinomas distinguish tumor subclasses with clinical 
implications. Proc Natl Acad Sci. 2001;98:10869–74. https://doi.org/10.1073/
pnas.191367098.

39. Yersal O. Biological subtypes of breast cancer: prognostic and therapeutic 
implications. World J Clin Oncol. 2014;5(3):412–24. https://doi.org/10.5306/
wjco.v5.i3.412.

40. eek JT, Scharpf RB, Bravo HC, Simcha D, Langmead B, Johnson WE, et al. Tack-
ling the widespread and critical impact of batch effects in high-throughput 
data. Nat Rev Genet. 2010;11:733–9. https://doi.org/10.1038/nrg2825.

41. Blanco-González A, Cabezón A, Seco-González A, Conde-Torres D, Antelo-
Riveiro P, Piñeiro Á, et al. The role of AI in drug discovery: Challenges, 
opportunities, and strategies. Pharmaceuticals. 2023;16(6):891. https://doi.
org/10.3390/ph16060891.

42. Tran TTV, Surya Wibowo A, Tayara H, Chong KT. Artificial Intelligence in 
Drug Toxicity Prediction: recent advances, Challenges, and future perspec-
tives. J Chem Inf Model. 2023;63(9):2628–43. https://doi.org/10.1021/acs.
jcim.3c00200.

43. Tran TTV, Tayara H, Chong KT. Artificial Intelligence in Drug Metabo-
lism and Excretion Prediction: recent advances, Challenges, and future 
perspectives. Pharmaceutics. 2023;15(4):1260. https://doi.org/10.3390/
pharmaceutics15041260.

44. Guedj M, Swindle J, Hamon A, Hubert S, Desvaux E, Laplume J, et al. Indus-
trializing AI-powered drug discovery: Lessons learned from the patrimony 
computing platform. Expert Opin Drug Discov. 2022;17(8):815–24. https://
doi.org/10.1080/17460441.2022.2095368.

45. Ahmed F, Kang IS, Kim KH, Asif A, Rahim CS, Samantasinghar A, et al. Drug 
repurposing for viral cancers: a paradigm of machine learning, Deep Learn-
ing, and virtual screening-based approaches. J Med Virol. 2023;95(4). https://
doi.org/10.1002/jmv.28693.

46. Singh DP, Kaushik B. A systematic literature review for the prediction of 
anticancer drug response using various machine-learning and deep-
learning techniques. Chem Biol Drug Des. 2023;101(1):175–94. https://doi.
org/10.1111/cbdd.14164.

47. Quazi S. Artificial intelligence and machine learning in precision and 
genomic medicine. Med Oncol. 2022;39(2):120. https://doi.org/10.1007/
s12032-022-01711-1.

48. Subramanian M, Wojtusciszyn A, Favre L, Boughorbel S, Shan J, Letaief KB, 
et al. Precision medicine in the era of artificial intelligence: implications 
in chronic disease management. J Transl Med. 2020;18(1):472. https://doi.
org/10.1186/s12967-020-02658-5.

49. Johnson KB, Wei WQ, Weeraratne D, Frisse ME, Misulis K, Rhee K, et al. Preci-
sion Medicine, AI, and the future of Personalized Health Care. Clin Transl Sci. 
2021;14(1):86–93. https://doi.org/10.1111/cts.12884.

50. Pulley JM, Denny JC, Peterson JF, Bernard GR, Vnencak-Jones CL, Ramirez AH, 
et al. Operational implementation of prospective genotyping for personal-
ized medicine: the design of the Vanderbilt PREDICT project. Clin Pharmacol 
Ther. 2012;92(1):87–95. https://doi.org/10.1038/clpt.2011.371.

51. Huang C, Clayton EA, Matyunina LV, McDonald LD, Benigno BB, Vannberg 
F, et al. Machine learning predicts individual cancer patient responses to 
therapeutic drugs with high accuracy. Sci Rep. 2018;8(1):16444. https://doi.
org/10.1038/s41598-018-34753-5.

52. Sheu YH, Magdamo C, Miller M, Das S, Blacker D, Smoller JW. AI-assisted 
prediction of differential response to antidepressant classes using elec-
tronic health records. npj Digit Med. 2023;6:73. https://doi.org/10.1038/
s41746-023-00817-8.

53. Martin GL, Jouganous J, Savidan R, Bellec A, Goehrs C, Benkebil M, et al. 
Validation of Artificial Intelligence to support the automatic coding of patient 
adverse drug reaction reports, using Nationwide Pharmacovigilance Data. 
Drug Saf. 2022;45(5):535–48. https://doi.org/10.1007/s40264-022-01153-8.

54. Lee H, Kim HJ, Chang HW, Kim DJ, Mo J, Kim JE. Development of a system 
to support warfarin dose decisions using deep neural networks. Sci 
Rep. 2021;11(1):14745. Published 2021 Jul 20. https://doi.org/10.1038/
s41598-021-94305-2.

55. Blasiak A, Truong A, Jeit W, Tan L, Kumar KS, Tan SB, et al. PRECISE CURATE.AI: a 
prospective feasibility trial to dynamically modulate personalized chemother-
apy dose with artificial intelligence. J Clin Oncol. 2022;40(16suppl):1574–4. 
https://doi.org/10.1200/JCO.2022.40.16_suppl.1574.

56. Sjövall F, Lanckohr C, Bracht H. What’s new in therapeutic drug monitoring 
of antimicrobials? Intensive care Med. 2023 May 3. https://doi.org/10.1007/
s00134-023-07060-5.

57. Partin A, Brettin TS, Zhu Y, Narykov O, Clyde A, Overbeek J, Stevens RL. Deep 
learning methods for drug response prediction in cancer: predominant 
and emerging trends. Front Med (Lausanne). 2023;10:1086097. https://doi.
org/10.3389/fmed.2023.1086097.

58. Zhang H, Chen Y, Li F. Predicting Anticancer Drug Response with Deep 
Learning constrained by signaling pathways. Front Bioinform. 2021;1:639349. 
https://doi.org/10.3389/fbinf.2021.639349.

59. Han K, Cao P, Wang Y, Xie F, Ma J, Yu M, Wang J, Xu Y, Zhang Y, Wan J. A 
review of approaches for Predicting Drug-Drug interactions based on 
machine learning. Front Pharmacol. 2022;12:814858. https://doi.org/10.3389/
fphar.2021.814858.

60. Liu JYH, Rudd JA. Predicting drug adverse effects using a new Gastro-Intes-
tinal Pacemaker Activity Drug Database (GIPADD). Sci Rep. 2023;13(1):6935. 
https://doi.org/10.1038/s41598-023-33655-5.

https://doi.org/10.1016/j.cmi.2020.02.006
https://doi.org/10.1016/j.cmi.2020.02.006
https://doi.org/10.1128/JCM.01521-17
https://doi.org/10.1016/j.cmi.2020.03.014
https://doi.org/10.1016/j.cmi.2020.03.014
https://doi.org/10.1002/jbio.201800101
https://doi.org/10.1016/j.cmi.2020.03.012
https://doi.org/10.1016/j.cmi.2020.03.012
https://doi.org/10.1128/cmr.00057-19
https://doi.org/10.1128/cmr.00057-19
https://doi.org/10.7189/jogh.08.020303
https://doi.org/10.7189/jogh.08.020303
https://doi.org/10.1016/j.ajem.2018.01.017
https://doi.org/10.1016/j.ajem.2018.01.017
https://doi.org/10.1001/jama.2019.21579
https://doi.org/10.1136/svn-2017-000101
https://doi.org/10.1136/svn-2017-000101
https://doi.org/10.1186/s13049-019-0629-z
https://doi.org/10.1056/NEJMra2302038
https://doi.org/10.1056/NEJMra2302038
https://doi.org/10.1016/j.jiph.2022.01.011
https://doi.org/10.1016/j.jiph.2022.01.011
https://doi.org/10.3389/fbinf.2022.927312
https://doi.org/10.3390/genes12070991
https://doi.org/10.2196/24754
https://doi.org/10.1073/pnas.191367098
https://doi.org/10.1073/pnas.191367098
https://doi.org/10.5306/wjco.v5.i3.412
https://doi.org/10.5306/wjco.v5.i3.412
https://doi.org/10.1038/nrg2825
https://doi.org/10.3390/ph16060891
https://doi.org/10.3390/ph16060891
https://doi.org/10.1021/acs.jcim.3c00200
https://doi.org/10.1021/acs.jcim.3c00200
https://doi.org/10.3390/pharmaceutics15041260
https://doi.org/10.3390/pharmaceutics15041260
https://doi.org/10.1080/17460441.2022.2095368
https://doi.org/10.1080/17460441.2022.2095368
https://doi.org/10.1002/jmv.28693
https://doi.org/10.1002/jmv.28693
https://doi.org/10.1111/cbdd.14164
https://doi.org/10.1111/cbdd.14164
https://doi.org/10.1007/s12032-022-01711-1
https://doi.org/10.1007/s12032-022-01711-1
https://doi.org/10.1186/s12967-020-02658-5
https://doi.org/10.1186/s12967-020-02658-5
https://doi.org/10.1111/cts.12884
https://doi.org/10.1038/clpt.2011.371
https://doi.org/10.1038/s41598-018-34753-5
https://doi.org/10.1038/s41598-018-34753-5
https://doi.org/10.1038/s41746-023-00817-8
https://doi.org/10.1038/s41746-023-00817-8
https://doi.org/10.1007/s40264-022-01153-8
https://doi.org/10.1038/s41598-021-94305-2
https://doi.org/10.1038/s41598-021-94305-2
https://doi.org/10.1200/JCO.2022.40.16_suppl.1574
https://doi.org/10.1007/s00134-023-07060-5
https://doi.org/10.1007/s00134-023-07060-5
https://doi.org/10.3389/fmed.2023.1086097
https://doi.org/10.3389/fmed.2023.1086097
https://doi.org/10.3389/fbinf.2021.639349
https://doi.org/10.3389/fphar.2021.814858
https://doi.org/10.3389/fphar.2021.814858
https://doi.org/10.1038/s41598-023-33655-5


Page 14 of 15Alowais et al. BMC Medical Education          (2023) 23:689 

61. Nelson KM, Chang ET, Zulman DM, Rubenstein LV, Kirkland FD, Fihn SD. Using 
Predictive Analytics to Guide Patient Care and Research in a National Health 
System. J Gen Intern Med. 2019;34(8):1379–80. https://doi.org/10.1007/
s11606-019-04961-4.

62. Amarasingham R, Patzer RE, Huesch M, Nguyen NQ, Xie B. Implementing 
electronic health care predictive analytics: considerations and challenges. 
Health Aff (Millwood). 2014;33(7):1148–54. https://doi.org/10.1377/
hlthaff.2014.0352.

63. Ansari MS, Alok AK, Jain D, et al. Predictive model based on Health Data 
Analysis for Risk of Readmission in Disease-Specific cohorts. Perspect Health 
Inf Manag. 2021;18(Spring):1j. Published 2021 Mar 15.

64. Donzé J, Aujesky D, Williams D, Schnipper JL. Potentially avoidable 30-day 
hospital readmissions in medical patients: derivation and validation of a 
prediction model. JAMA Intern Med. 2013;173:632–8.

65. Predictive Analytics in Healthcare | Reveal. https://www.revealbi.io/blog/
predictive-analytics-in-healthcare. Accessed 6.20.2023.

66. Alotaibi S, Mehmood R, Katib I, Rana O, Albeshri A, Sehaa. A Big Data Analytics 
Tool for Healthcare symptoms and Diseases Detection using Twitter, Apache 
Spark, and machine learning. Appl Sci. 2020;10:1398. https://doi.org/10.3390/
app10041398.

67. Crossnohere NL, Elsaid M, Paskett J, Bose-Brill S, Bridges JFP. Guidelines 
for Artificial Intelligence in Medicine: Literature Review and Content 
Analysis of Frameworks. J Med Internet Res. 2022;24(8):e36823. https://doi.
org/10.2196/36823.

68. Rivera SC, Liu X, Chan A, Denniston AK, Calvert MJ, SPIRIT-AICONSORT-AI. 
Working Group Guidelines for clinical trial protocols for interventions involv-
ing artificial intelligence: the SPIRIT-AI extension. BMJ. 2020;370:m3210. 
https://doi.org/10.1136/bmj.m3210.

69. Beam YuK, Kohane AL. Artificial intelligence in healthcare. Nat Biomed Eng. 
2018;2(10):719–31. https://doi.org/10.1038/s41551-018-0305-z.

70. Vollmer S, Mateen BA, Bohner G, Király FJ, Ghani R, Jonsson P, et al. Machine 
learning and artificial intelligence research for patient benefit: 20 critical 
questions on transparency, replicability, ethics, and effectiveness. BMJ. 
2020;368:l6927. https://doi.org/10.1136/bmj.l6927.

71. Collins GS, Dhiman P, Andaur Navarro CL, Ma J, Hooft L, Reitsma JB, et al. 
Protocol for development of a reporting guideline (TRIPOD-AI) and risk of 
bias tool (PROBAST-AI) for diagnostic and prognostic prediction model stud-
ies based on artificial intelligence. BMJ Open. 2021;11(7):e048008. https://doi.
org/10.1136/bmjopen-2020-048008.

72. Liu Y, Chen PC, Krause J, Peng L. How to read articles that use machine 
learning: users’ guides to the medical literature. JAMA. 2019;322(18):1806–16. 
https://doi.org/10.1001/jama.2019.16489.2754798.

73. Artificial Intelligence and Machine Learning in Software as a Medical Device. 
US Food and Drug Administration. Released 2021. FDA website: https://www.
fda.gov/medical-devices/software-medical-device-samd/artificial-intelli-
gence-and-machine-learning-software-medical-device. Accessed 6.20.2023.

74. White Paper on Artificial Intelligence, European Commission. A European 
approach to excellence and trust. 2020. Feb 19, https://ec.europa.eu/info/
publications/white-paper-artificial-intelligence-european-approach-excel-
lence-and-trust_en. Accessed 6.20.2023.

75. Radanliev P, De Roure D. Disease X vaccine production and supply chains: 
risk assessing healthcare systems operating with artificial intelligence and 
industry 4.0. Health Technol (Berl). 2023;13(1):11–5. https://doi.org/10.1007/
s12553-022-00722-2.

76. Regulatory Science Strategy to 2025. European Medicines Agency. Released 
2020. https://www.ema.europa.eu/en/about-us/how-we-work/regulatory-
science-strategy#regulatory-science-strategy-to-2025-section. Accessed 
6.20.2023.

77. Dasta J. Application of artificial intelligence to pharmacy and medicine. Hosp 
Pharm. 1992;27(4):312–5.

78. Pharma News Intelligence. Available from: https://pharmanewsintel.com/. 
Accessed 6.20.2023.

79. Chatbots. Medicine Delivery.; Available from: https://hellotars.com/chatbot-
templates/healthcare/Hk8N4h/medicine-ordering-chatbot. Accessed 
6.20.2023.

80. Li LR, Du B, Liu HQ, Chen C. Artificial Intelligence for Personalized Medicine 
in thyroid Cancer: current status and future perspectives. Front Oncol. 
2021;10:604051. https://doi.org/10.3389/fonc.2020.604051.

81. Davoudi A, Malhotra KR, Shickel B, Siegel S, Williams S, Ruppert M et al. The 
intelligent ICU pilot study: using artificial intelligence technology for autono-
mous patient monitoring. https://doi.org/10.48550/arXiv.1804.10201.

82. Buch VH, Ahmed I, Maruthappu M. Artificial intelligence in medicine: current 
trends and future possibilities. Br J Gen Pract. 2018;68(668):143–4. https://doi.
org/10.3399/bjgp18X695213.

83. Curtis RG, Bartel B, Ferguson T, Blake HT, Northcott C, Virgara R, et al. Improv-
ing user experience of virtual Health Assistants: scoping review. J Med 
Internet Res. 2021;23(12):e31737. https://doi.org/10.2196/31737.

84. Ghosh PK, Jain P, Wankhede S, Preethi M, Kannan MK. Virtual nursing Assis-
tant. J Geog Sci. 2021;8:279–85. 20.18001.GSJ.2021.V8I3.21.36690.

85. Burgess M. The NHS is trialling an AI chatbot to answer your medical 
questions. Wired. 2017. Jan 5, http://www.wired.co.uk/article/babylon-nhs-
chatbot-app. Accessed 20 June 2023.

86. Pavel Jiřík. Inspiring Applications of Digital Virtual Assistants in Healthcare. 
July 22., 2022. https://www.phonexia.com/blog/inspiring-applications-of-
digital-virtual-assistants-in-healthcare/. Accessed 20 June 2023.

87. Kim JW, Jones KL, D’Angelo E. How to prepare prospective psychiatrists in the 
era of Artificial Intelligence. Acad Psychiatry. 2019;43(3):337–9. https://doi.
org/10.1007/s40596-019-01025-x.

88. Graham S, Depp C, Lee EE, Nebeker C, Tu X, Kim HC, et al. Artificial Intel-
ligence for Mental Health and Mental Illnesses: an overview. Curr Psychiatry 
Rep. 2019;21(11):116. https://doi.org/10.1007/s11920-019-1094-0.

89. Fitzpatrick KK, Darcy A, Vierhile M. Delivering cognitive behavior therapy to 
young adults with symptoms of depression and anxiety using a fully auto-
mated conversational agent (woebot): a randomized controlled trial. JMIR 
Mental Health. 2017;4(2):e19.

90. Williams AD, Andrews G. The effectiveness of internet cognitive behavioural 
therapy (iCBT) for depression in primary care: a quality assurance study. PLoS 
ONE. 2013;8(2):e57447.

91. Luxton DD. Artificial intelligence in psychological practice: current and future 
applications and implications. Prof Psychol Res Pract. 2014;45(5):332–9. 
https://doi.org/10.1037/a0034559.

92. Prochaska J, Vogel E, Chieng A, Kendra M, Baiocchi M, Pajarito S, Robinson 
A. A therapeutic Relational Agent for reducing problematic substance 
use (woebot): Development and Usability Study. J Med Internet Res. 
2021;23(3):e24850.

93. Lee EE, Torous J, De Choudhury M, Depp CA, Graham SA, Kim HC, et al. 
Artificial Intelligence for Mental Health Care: clinical applications, barriers, 
facilitators, and Artificial Wisdom. Biol Psychiatry Cogn Neurosci Neuroimag-
ing. 2021;6(9):856–64. https://doi.org/10.1016/j.bpsc.2021.02.001.

94. Artificial Intelligence in Healthcare. 39 Examples Improving the Future of 
Medicine. Emerj. https://emerj.com/ai-sector-overviews/artificial-intelli-
gence-in-healthcare-39-examples-improving-the-future-of-medicine/. 
Published September 21, 2021. Accessed June 19, 2023.

95. Chew HSJ. The Use of Artificial Intelligence-Based conversational agents 
(Chatbots) for weight loss: scoping review and practical recommendations. 
JMIR Med Inform. 2022;10(4):e32578. https://doi.org/10.2196/32578.

96. Zhang J, Oh YJ, Lange P, Yu Z, Fukuoka Y. Artificial Intelligence Chatbot 
Behavior Change Model for Designing Artificial Intelligence Chatbots to 
promote physical activity and a healthy Diet: viewpoint. J Med Internet Res. 
2020;22(9):e22845. https://doi.org/10.2196/22845.

97. Wang H, Zhang Z, Ip M, Lau J. T.F. Social media–based conversational 
agents for health management and interventions. J Med Internet Res. 
2018;20(8):e261. https://doi.org/10.2196/jmir.9275.

98. Bombard Y, Baker GR, Orlando E, Fancott C, Bhatia P, Casalino S, et al. Engag-
ing patients to improve quality of care: a systematic review. Implement Sci. 
2018;13(1):98. https://doi.org/10.1186/s13012-018-0784-z.

99. Wong CK, Yeung DY, Ho HC, Tse KP, Lam CY. Chinese older adults’ internet 
use for health information. J Appl Gerontol. 2014;33(3):316–35. https://doi.
org/10.1177/0733464812463430.

100. Aggarwal A, Tam CC, Wu D, Li X, Qiao S. Artificial Intelligence-Based chatbots 
for promoting health behavioral changes: systematic review. J Med Internet 
Res. 2023;25:e40789. https://doi.org/10.2196/40789.

101. Görtz M, Baumgärtner K, Schmid T, Muschko M, Woessner P, Gerlach A, et al. 
An artificial intelligence-based chatbot for prostate cancer education: design 
and patient evaluation study. Digit Health. 2023;9:20552076231173304. 
https://doi.org/10.1177/20552076231173304.

102. Nakhleh A, Spitzer S, Shehadeh N. ChatGPT’s response to the diabetes knowl-
edge questionnaire: implications for Diabetes Education. Diabetes Technol 
Ther. 2023 Apr;16. https://doi.org/10.1089/dia.2023.0134.

103. irchner GJ, Kim RY, Weddle JB, Bible JE. Can Artificial Intelligence improve the 
readability of Patient Education Materials? Clin Orthop Relat Res 2023 Apr 28. 
https://doi.org/10.1097/CORR.0000000000002668.

https://doi.org/10.1007/s11606-019-04961-4
https://doi.org/10.1007/s11606-019-04961-4
https://doi.org/10.1377/hlthaff.2014.0352
https://doi.org/10.1377/hlthaff.2014.0352
https://www.revealbi.io/blog/predictive-analytics-in-healthcare
https://www.revealbi.io/blog/predictive-analytics-in-healthcare
https://doi.org/10.3390/app10041398
https://doi.org/10.3390/app10041398
https://doi.org/10.2196/36823
https://doi.org/10.2196/36823
https://doi.org/10.1136/bmj.m3210
https://doi.org/10.1038/s41551-018-0305-z
https://doi.org/10.1136/bmj.l6927
https://doi.org/10.1136/bmjopen-2020-048008
https://doi.org/10.1136/bmjopen-2020-048008
https://doi.org/10.1001/jama.2019.16489.2754798
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
https://doi.org/10.1007/s12553-022-00722-2
https://doi.org/10.1007/s12553-022-00722-2
https://www.ema.europa.eu/en/about-us/how-we-work/regulatory-science-strategy#regulatory-science-strategy-to-2025-section
https://www.ema.europa.eu/en/about-us/how-we-work/regulatory-science-strategy#regulatory-science-strategy-to-2025-section
https://pharmanewsintel.com/
https://hellotars.com/chatbot-templates/healthcare/Hk8N4h/medicine-ordering-chatbot
https://hellotars.com/chatbot-templates/healthcare/Hk8N4h/medicine-ordering-chatbot
https://doi.org/10.3389/fonc.2020.604051
https://doi.org/10.48550/arXiv.1804.10201
https://doi.org/10.3399/bjgp18X695213
https://doi.org/10.3399/bjgp18X695213
https://doi.org/10.2196/31737
http://www.wired.co.uk/article/babylon-nhs-chatbot-app
http://www.wired.co.uk/article/babylon-nhs-chatbot-app
https://www.phonexia.com/blog/inspiring-applications-of-digital-virtual-assistants-in-healthcare/
https://www.phonexia.com/blog/inspiring-applications-of-digital-virtual-assistants-in-healthcare/
https://doi.org/10.1007/s40596-019-01025-x
https://doi.org/10.1007/s40596-019-01025-x
https://doi.org/10.1007/s11920-019-1094-0
https://doi.org/10.1037/a0034559
https://doi.org/10.1016/j.bpsc.2021.02.001
https://emerj.com/ai-sector-overviews/artificial-intelligence-in-healthcare-39-examples-improving-the-future-of-medicine/
https://emerj.com/ai-sector-overviews/artificial-intelligence-in-healthcare-39-examples-improving-the-future-of-medicine/
https://doi.org/10.2196/32578
https://doi.org/10.2196/22845
https://doi.org/10.2196/jmir.9275
https://doi.org/10.1186/s13012-018-0784-z
https://doi.org/10.1177/0733464812463430
https://doi.org/10.1177/0733464812463430
https://doi.org/10.2196/40789
https://doi.org/10.1177/20552076231173304
https://doi.org/10.1089/dia.2023.0134
https://doi.org/10.1097/CORR.0000000000002668


Page 15 of 15Alowais et al. BMC Medical Education          (2023) 23:689 

104. Lee D, Yoon SN. Application of Artificial Intelligence-Based Technologies in 
the Healthcare Industry: Opportunities and Challenges. Int J Environ Res 
Public Health. 2021;18(1):271. https://doi.org/10.3390/ijerph18010271.

105. Kaptchuk TJ, Miller FG. Placebo Effects in Medicine. N Engl J Med. 
2015;373(1):8–9. https://doi.org/10.1056/NEJMp1504023.

106. Lupton M. Some ethical and legal consequences of the application of 
artificial intelligence in the field of medicine. Trends in Medicine. 2018;18(4). 
https://doi.org/10.15761/tim.1000147.

107. Pezzo MV, Beckstead JW. Patients prefer artificial intelligence to a human 
provider, provided the AI is better than the human: A commentary on 
Longoni, Bonezzi and Morewedge (2019). Judgment and Decision Making. 
Cambridge University Press; 2020;15(3):443–5. https://doi.org/10.1017/
S1930297500007221.

108. How Americans View Use of AI in Health Care and Medical Research. https://
www.pewresearch.org/science/2023/02/22/60-of-americans-would-be-
uncomfortable-with-provider-relying-on-ai-in-their-own-health-care/. 
Accessed 19 June 2023.

109. Esmaeilzadeh P. Use of AI-based tools for healthcare purposes: a survey study 
from consumers’ perspectives. BMC Med Inform Decis Mak. 2020;20(1):170. 
Published 2020 Jul 22. https://doi.org/10.1186/s12911-020-01191-1.

110. Khullar D, Casalino LP, Qian Y, Lu Y, Krumholz HM, Aneja S. Perspectives 
of patients about Artificial Intelligence in Health Care. JAMA Netw Open. 
2022;5(5):e2210309. https://doi.org/10.1001/jamanetworkopen.2022.10309. 
Published 2022 May 2.

111. Russo S, Jongerius C, Faccio F, et al. Understanding patients’ preferences: a 
systematic review of Psychological Instruments used in patients’ prefer-
ence and decision studies. Value Health. 2019;22(4):491–501. https://doi.
org/10.1016/j.jval.2018.12.007.

112. Young AT, Amara D, Bhattacharya A, Wei ML. Patient and general public 
attitudes towards clinical artificial intelligence: a mixed methods systematic 
review. Lancet Digit Health. 2021;3(9):e599–e611. https://doi.org/10.1016/
S2589-7500(21)00132-1.

113. West SM, Whittaker M, Crawford K. Discriminating Systems: gender, race and 
power in AI. AI Now Institute; 2019.

114. Maynez J, Narayan S, Bohnet B, McDonald R. On faithfulness and factuality in 
abstractive summarization. Proceedings of the 58th Annual Meeting of the 
Association for Computational Linguistics. 2020; https://doi.org/10.18653/
v1/2020.acl-main.173.

115. deBurca S. The learning health care organization. Int J Qual Health Care. 
2000;12(6):457–8. https://doi.org/10.1093/intqhc/12.6.457.

116. IOM (Institute of Medicine). Measuring the impact of Interprofessional Educa-
tion on collaborative practice and patient outcomes. Washington, DC: The 
National Academies Press; 2015. p. 182.

117. Alqahtani T, Badreldin HA, Alrashed M, Alshaya AI, Alghamdi SS, bin Saleh K, 
et al. The emergent role of Artificial Intelligence, natural learning processing, 
and large language models in higher education and research. Res Social 
Administrative Pharm. 2023. https://doi.org/10.1016/j.sapharm.2023.05.016.

118. Pinto dos Santos D, Giese D, Brodehl S, Chon SH, Staab W, Kleinert R, et al. 
Medical students’ attitude towards Artificial Intelligence: a multicentre survey. 
Eur Radiol. 2018;29(4):1640–6. https://doi.org/10.1007/s00330-018-5601-1.

119. Gerke S, Minssen T, Cohen G. Ethical and legal challenges of artificial 
intelligence-driven healthcare. Artif Intell Healthc. 2020;295–336. https://doi.
org/10.1016/b978-0-12-818438-7.00012-5.

120. Cohen IG, Mello MM. HIPAA and protecting health information in the 21st 
Century. JAMA. 2018;320(3):231. https://doi.org/10.1001/jama.2018.5630.

121. Yuan B, Li J. The policy effect of the General Data Protection Regulation 
(GDPR) on the digital public health sector in the European Union: an empiri-
cal investigation. Int J Environ Res Public Health. 2019;16(6):1070. https://doi.
org/10.3390/ijerph16061070.

122. Abdel-Hameed Al-Mistarehi M, Mijwil M. ; Youssef Filali; Mariem Bounabi; 
Guma Ali; Mostafa Abotaleb. Artificial Intelligence Solutions for Health 4.0: 
Overcoming Challenges and Surveying Applications. MJAIH 2023, 2023, 
15–20.

123. Radanliev P, De Roure D. Epistemological and bibliometric analysis of Ethics 
and Shared responsibility—health policy and IoT Systems. Sustainability. 
2021;13(15):8355.

124. Radanliev P, De Roure D, Ani U, Carvalho G. The ethics of shared Covid-19 
risks: an epistemological framework for ethical health technology assess-
ment of risk in vaccine supply chain infrastructures. Health Technol (Berl). 
2021;11(5):1083–91.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations. 

https://doi.org/10.3390/ijerph18010271
https://doi.org/10.1056/NEJMp1504023
https://doi.org/10.15761/tim.1000147
https://doi.org/10.1017/S1930297500007221
https://doi.org/10.1017/S1930297500007221
https://www.pewresearch.org/science/2023/02/22/60-of-americans-would-be-uncomfortable-with-provider-relying-on-ai-in-their-own-health-care/
https://www.pewresearch.org/science/2023/02/22/60-of-americans-would-be-uncomfortable-with-provider-relying-on-ai-in-their-own-health-care/
https://www.pewresearch.org/science/2023/02/22/60-of-americans-would-be-uncomfortable-with-provider-relying-on-ai-in-their-own-health-care/
https://doi.org/10.1186/s12911-020-01191-1
https://doi.org/10.1001/jamanetworkopen.2022.10309
https://doi.org/10.1016/j.jval.2018.12.007
https://doi.org/10.1016/j.jval.2018.12.007
https://doi.org/10.1016/S2589-7500(21)00132-1
https://doi.org/10.1016/S2589-7500(21)00132-1
https://doi.org/10.18653/v1/2020.acl-main.173
https://doi.org/10.18653/v1/2020.acl-main.173
https://doi.org/10.1093/intqhc/12.6.457
https://doi.org/10.1016/j.sapharm.2023.05.016
https://doi.org/10.1007/s00330-018-5601-1
https://doi.org/10.1016/b978-0-12-818438-7.00012-5
https://doi.org/10.1016/b978-0-12-818438-7.00012-5
https://doi.org/10.1001/jama.2018.5630
https://doi.org/10.3390/ijerph16061070
https://doi.org/10.3390/ijerph16061070

	﻿Revolutionizing healthcare: the role of artificial intelligence in clinical practice
	﻿Abstract
	﻿Introduction
	﻿Materials and methods
	﻿Search strategy and inclusion
	﻿Databases search protocol and keywords
	﻿Data extraction

	﻿AI assistance in diagnostics
	﻿Diagnosis accuracy
	﻿AI in genomic medicine

	﻿AI assistance in treatment
	﻿Precision medicine and clinical decision support
	﻿Dose optimization and therapeutic drug monitoring

	﻿AI assistance in population health management
	﻿Predictive analytics and risk assessment
	﻿Establishment of working groups, guidelines, and frameworks
	﻿AI in drug information and consultation

	﻿AI-powered patient care
	﻿AI virtual healthcare assistance
	﻿AI mental health support
	﻿AI in enhancing patient education and mitigating healthcare provider burnout
	﻿Are individuals more inclined towards AI than human healthcare providers

	﻿Future directions and considerations for clinical implementation
	﻿Obstacles and solutions
	﻿Legal, ethical, and risk associated with AI in healthcare system

	﻿Conclusion
	﻿References


